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Background

Method: VDFD

Experiments
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Ø Continual Learning for Image Classification Ø Continual Learning for Semantic Segmentation 

CodePaper

Ø Notation

Input random variable 𝑥!, outputs of student / teacher networks 
𝑠! = 𝑓(𝑥! , 𝑤), 𝑡! = 𝑓(𝑥! , 𝑤!∗), mutual information between 𝑡!
and 𝑠!, 𝐼 𝑡!; 𝑠!

Maximize the variational lower bound of the mutual information

𝐼 𝑡!; 𝑠! = 𝐻 𝑡! − 𝐻 𝑡! 𝑠!
≥ 𝐻(𝑡!) + 𝔼#!,%! [𝑙𝑜𝑔 𝑞(𝑡!|𝑠!)]

Assuming that the variational distribution 𝑞 𝑡! 𝑠! is Gaussian 
distribution 𝒩(𝑠! , Σ!)

𝑙𝑜𝑔𝑞 𝑡! 𝑠! = −
1
2
[ 𝑡! − 𝑠! &Σ!'((𝑡! − 𝑠!) + log |Σ!|] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
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Ø Modeling Covariance by GCN 

Ø Overview

Ø Compressing the Gradients for memory efficiency 

Ø Integrated Objective 
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Ø Mitigate Catastrophic Forgetting by VDFD

Σ!'( = 𝑃/𝑃/& + 𝜖𝐼

Tackling the inaccessibility of data of previous tasks by first-order 
Taylor expansion 

𝑠! ≈ 𝑡! + 𝐺!&(𝑤 − 𝑤!∗)

Variational data-free distillation loss 

ℒ.!% 𝑤; 𝒟! ≜ 𝔼#! log Σ! + 𝑤 −𝑤!∗ &𝐺!Σ!'(𝐺!& 𝑤 −𝑤!∗

where 𝑃/ is the matrix containing all latent vectors of output nodes 
of GCN parameterized with 𝜃

Challenge: Catastrophic Forgetting

Task 1 Task 2 Task 3

The performance on 
previous tasks 
becomes worse when 
training networks on 
sequential tasks in 
continual learning

• Deep neural networks have achieved promising performance on a
single task in a wide range of fields. However, they may not work
well in an open environment where tasks are encountered
continuously.

• Continual learning aims to preserve the performance of the neural
network on previous tasks (i.e., stability) when learning new
knowledge on a new task (i.e., plasticity).


